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We have built a suite of tools in Python to proficiently analyze text reuse and 
intertextuality for a specific kind of set of medieval Arabic texts (commentaries) 
available in print. We take these printed editions, scan them, pre-process the 
images, give it to an OCR engine, clean the results, and store it in a data 
structure that mimics the explicit intertextual relation the texts have, and 
continue to perform data analysis on it. Digital approaches to medieval Arabic 
texts have either been at the micro-level in what has become known as a ‘digital 
edition’, i.e. the digital representation of one text, densely annotated, most 
commonly in TEI-XML, or it has been done at the macro-level in what is called 
a ‘digital corpus’, consisting of thousands of loosely encoded and sparsely 
annotated plain text files, accompanied by an entire infrastructure and high-
performing software to perform broadly scoped queries. The micro-level 
generally is at the level of tens of thousands of words while the macro-level can 
be at the level of over a billion words. The micro-level is explicitly designed to 
be human readable first, while the macro-level is built to be machine readable 
first. At the micro-level, every little detail needs to be correct and in order, while 
at the macro-level a fairly large margin of error is still negligible as a mere 
rounding error. Amidst these levels we have been seeking a meso-level of digital 
analysis: neither edition nor corpus, but rather a group of texts at the level of 
hundreds of thousands to millions of words, with a small but perceptible 
margin of error, and a light but noticeable level of annotations, principally 
geared towards machine readability, but with ample opportunity for visual 
inspection and manual correction. In this paper we explain the rationale for our 
approach, the technical achievements it has led us to, and the results we so far 
obtained. 

In this article we describe a new methodology and a newly developed toolkit 
to computationally analyze text reuse and intertextuality for a specific kind 
of medieval Arabic texts available in print. By taking advantage of the explicit 
(and perhaps at a later stage implicit) intertextuality of post-classical 
commentaries, we make it exceedingly easier and beneficial to traverse these 
texts which are otherwise very hard to pierce through. After a methodological 
introduction, the main emphasis of this paper is the technological side of 
our inventions. We have chosen to highlight the technology as it is a driving 
factor of a large part of our methodological advances. We also think that 
scholars with equal skills in using Python will be able to take advantage of our 
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toolset right now, and perhaps continue to develop it for purposes we have 
not foreseen, thereby also methodologically developing it in new directions. 
The tools for the individual steps of the workflow we developed, are useful 
products in and of themselves. 

Nonetheless, we think the underlying methodology is equally of interest. It 
decisively pushes the boundaries of studying the medieval Islamic literary 
heritage by introducing a new scope of analysis which we call the ‘meso-
level’ of academically producing and studying digital texts: neither corpus nor 
edition. Digital approaches to medieval Arabic texts have either been at the 
micro-level in what has become known as a ‘digital edition’, i.e. the digital 
representation of one text, densely annotated, most commonly in TEI-XML 
(see e.g. Samarqandī), or it has been done at the macro-level in what is called 
a ‘digital corpus’, consisting of thousands of loosely encoded and sparsely 
annotated plain text files, accompanied by an entire infrastructure and high-
performing software to perform broadly scoped queries (see e.g. Nigst et al.). 
The micro-level generally is at the level of tens of thousands of words while 
the macro-level can be at the level of over a billion words. The micro-level is 
explicitly designed to be human readable first, while the macro-level is built 
to be machine readable first. At the micro-level, every little detail needs to 
be correct and in order, while at the macro-level a fairly large margin of 
error is still negligible as a mere rounding error. Amidst these levels we have 
been seeking a meso-level of digital analysis: neither edition nor corpus, but 
rather a group of texts at the level of hundreds of thousands to millions of 
words, with a small but perceptible margin of error, and a light but noticeable 
level of annotations, principally geared towards machine readability, but with 
ample opportunity for visual inspection and manual correction. In this article 
we explain the rationale for our approach, the technical achievements it has 
led us to, and the results we so far obtained. 

Post-classical commentaries: a genre most suitable for a meso-level          
approach  
Our methodological-technological development grew in answer to a specific 
research question, namely, to study commentary traditions more effectively. 
Commentary writing is a staple of the Islamic literary heritage and is in fact 
the dominant writing style for the post-classical period (which we define 
as the 12th to 19th centuries CE). Scholars have come to understand that 
commentary-writing is first and foremost a form-aspect and does not say 
anything about the ideas contained in them. A commentary is not necessarily 
redundant or even exegetical towards the text it expands upon (the matn), 
nor is a commentator necessarily an adherent or follower of the earlier author. 
The form-aspect can take different concrete forms and may therefore best be 
defined in a loose, abstract sense of having structural textual correspondence. 
This is the case if a commentary not only evidently relies in structure on a 
base text, but shows intentional textual correspondence exactly in those places 
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of the base text that characterize its composition (van Lit, “Commentary 
and Commentary Tradition” 15). One may be eager to divide up such 
texts into the actor categories such as sharḥ (‘commentary’), ḥāshiya (‘gloss’), 
or manẓūma (‘versification’) but this is fairly inconsequential in terms of 
understanding what a commentary is about and what a commentator is 
trying to say. It is more important to track which text a commentary is 
showing structural textual correspondence to, as it is not exceptional to 
come across commentaries upon commentaries, sometimes up to five degrees 
removed from the base text. 

Reading higher-degree commentaries is a strange affair: A few words of a 
previous commentary are cited and concluded by ilā ākharihi (‘etcetera’) and 
the commentator continues with words of his own, and this is repeated every 
few words, sentences, or sometimes a paragraph. In other words, a base text, 
commentary, or super-commentary is divided up into individual topics which 
a later author uses as a table of contents, or perhaps a better comparison is a 
buffet, from which he may take whatever he likes. This means that a higher-
order commentary can usually only be understood correctly if it is compared 
with the previous texts it relates to. This explicit intertextual relationship, 
therefore, should be exploited. Rather than finding all texts by one author, 
it makes more sense to collect all authors of one text. Closer inspection 
invariably reveals a much more complex reality: the explicit intertextuality 
is interspersed with implicit intertextuality as authors frequently cite other 
authors (for example, fellow commentators) without mentioning them by 
name or even warning that it is a citation. Readers of such texts were expected 
to be equally steeped in the literature as the author, so that subtle invocations 
of other authors would be understood. 

To comprehend this sophisticated intertextuality, let us look at the example of 
the commentary tradition on Nasafī’s creed. Abū Ḥafṣ ʿUmar al-Nasafī (d. 
1142) wrote a short creed which in print runs to four pages. The first page 
looks like this: 
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Figure 1. Example of base text 

On this creed, many commentaries were written. One commentary stood out: 
the one by Saʿd al-Dīn al-Taftāzānī (d. 1390). This commentary received itself 
a great many super-commentaries. A typical printed representation of these 
texts is as shown below. 
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Figure 2. Example of typesetting four texts on one page. On the left a blank example, on the right the different parts of 
the page highlighted according to their source. 

At the top, in teal, we see a snippet of al-Taftāzānī’s text, which expands on 
the first three words of Nasafī’s text which are cited in-text and highlighted in 
bright red. This passage, in turn, spawns the three other texts that are typeset 
on the page: Mullā Aḥmad’s commentary on al-Taftāzānī in purple, notes 
from him or his students in yellow, and in red, on the side, the commentary 
on al-Taftāzānī by al-Khayālī. 

Al-Khayālī’s super-commentary in turn spawned many super-super-
commentaries. The most famous one is by al-Siyalkūtī. A printed rendition 
of al-Siyalkūtī’s text is given below. 

Figure 3. Example of typesetting of higher-order commentaries. On the left a blank example, on the right the different 
parts of the page highlighted according to their source. 

In bright red are a few words from al-Khayālī’s text, cited in-text by al-
Siyalkūtī (given in blue), which is surrounded by additional notes from 
later readers of al-Siyalkūtī. By the time al-Siyalkūtī was expanding upon al-
Khayālī, the original words by al-Nasafī were even left out. In fact, even al-
Khayālī’s text is not cited in full by al-Siyalkūtī. He merely cites the first few 
words of the passage he wants to expand upon and then continues with his 
own deliberations. Thus, al-Khayālī’s passage is divided up into several sub-
passages, with each a deliberation. 

As one can surmise: from just the first three words of al-Nasafī’s creed, an 
entire ocean of literature evolved, each related to the others. Al-Taftāzānī 
turned it into 56 words. This passage of 56 words was commented upon by 
al-Khayālī in 206 words. Eventually, al-Siyalkūtī expanded upon this passage 
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making it grow to 1678 words. Obviously, having only al-Siyalkūtī’s text at 
one’s disposal leaves a reader perplexed. The density and references to texts 
contained in other books is simply too much to overcome by close reading 
only. 

The relationship that each text has with its predecessor can be given in the 
diagram of Figure 4, which should be read from right to left. On the right 
of the page, we see the first three words by al-Nasafī (qāla ahl al-ḥaqq, ‘the 
people of truth say’). In the next column, in green, we see what al-Taftāzānī 
added to it. This passage as a whole ‘hangs’ onto the three words by al-
Nasafī. It itself has been divided by al-Khayālī, who made comments about 
six parts of al-Taftāzānī’s passage (given in purple). In other words, al-Khayālī 
made six comments each ‘hanging’ onto a different part of al-Taftāzānī’s 
passage. The entire passage by al-Khayālī was grounds for al-Siyalkūtī to write 
seventeen comments. With this schema it becomes much easier to understand 
the meaning of any of these texts. 

Teasing out the explicit and implicit intertextuality in order to correctly 
contextualize the commentary and fruitfully understand its contents is 
possible to do by hand if the commentary is not too big and the commentary 
tradition not too large. The example given above of the commentary tradition 
on al-Nasafī’s creed shows that doing so for the entire text by al-Nasafī 
borders at the impossible. The microlevel of a highly detailed and annotated 
digital edition is out of the question, when the first three words alone 
balloon up to 1678 words three commentary-levels later. But the macro 
level is not satisfactory either. As we noticed, these 1678 words have a 
precise (seventeen-fold) relationship with al-Khayālī’s text which in turn has 
a (sixfold) relationship with al-Taftāzānī’s text which itself is directly related 
to the three words written by al-Nasafī. Thus, simply dumping all four texts 
into a database is a gross misunderstanding of their inner structure and will 
invariably result in shallow analysis (if at all). What such midsize sets of texts 
with intricate relationships need, is a meso-level approach: neither corpus 
nor edition. Indeed, if all these intertextual relations are saved in the digital 
domain but without taking over the critical apparatus of the editions on 
which the digital rendering of the text is based, or even the accuracy of the 
text itself would be somewhat lacking, it would probably still be just fine for 
most analytical purposes. 

The specifics of Ibn ʿArabī’s commentary tradition        
Our intention was, and is, to apply this meso-level approach to the 
commentary tradition on the twelfth century muslim mystic-philosopher Ibn 
ʿArabī’s Fuṣūṣ al-ḥikam. This comes with its own peculiar pros and cons. 
The most important downside is that the total number of commentaries 
is well above a hundred (from all centuries up until today and all parts of 
the Muslim world), and even if we only concern ourselves with the most 
popular ones this still amounts to a work load too great for manual inspection 
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Figure 4. Example of three levels of commentarial intertextual relations 
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(van Lit, “Ibn ʿArabī’s School of Thought: Philosophical Commentaries, 
Not a Sufi Order”). The most important upside is that all commentaries 
are (or purport to be) direct, first-level commentaries on Ibn ʿArabī’s Fuṣūṣ 
al-ḥikam. This means that the ever-more intricate intertextual relationships 
of normal commentary traditions, which produce higher level commentaries 
with each century, need not to be captured. Instead, to develop a meso-
level methodology and a concomitant technological toolkit, we only need to 
solve the simpler case of the relationship between a base text (matn) and a 
commentary (sharḥ). 

Figure 5. Interjections by commentators on a forty-word passage from Ibn ʿArabī 

In this sense, every text from the commentary tradition on Ibn ʿArabī’s Fuṣūṣ 
al-ḥikam ‘hangs’ onto the base text itself. Thus, we can take a commentary, 
and divide it up according to its interventions upon the Fuṣūṣ. We thereby use 
the Fuṣūṣ as an index, and whenever a commentary cites the Fuṣūṣ and then 
interjects with additional words, we attach those words to the index of the 
last word cited from the Fuṣūṣ. Based on the previous last word cited and the 
current one, we can compute the passage in the Fuṣūṣ which a commentator 
expands upon. This divides a commentary into semantic units according to 
where it breaks into the base text. Doing this for several commentaries will 
allow a few immediate gains: from this data structure it will become clear 
how the base text was used as a platform to develop the discourse, as we can 
now study the break-in structure and see how different commentators break 
into the base text similarly or differently. If commentators contributed to the 
discourse in the same place (snippets of commentaries are attached to the 
same index), we can easily compare the commentaries for text reuse, similarity 
in vocabulary (topic modeling), and the like. Observe in Figure 5 a manually 
created example to illustrate the approach. 
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At the top we see a forty-word passage from Fuṣūṣ al-ḥikam and below we 
see it again, but with vertical lines whenever a commentator interjects Ibn 
ʿArabī’s text with words of his own, each commentator using a different 
color. The number under the lines tell us how many commentators interject 
at that point. We may notice that the fourteen commentators used, are not 
once in agreement on where to interject the text. At the same time, we do 
see groupings of interjections, for example Jāmī and Nābulūsī are almost 
always in agreement. If we make the length of the vertical interjection lines 
correspond with the number of words of the interjection, and we abstract 
away the forty words into a line, we can get the following figure which should 
be read from right to left. 

Figure 6. A ‘heartbeat’ of a commentary tradition 

In this figure we see the forty words represented by the grey line, from right 
to left. Whenever there is an interjection by a commentator, a vertical line 
appears on it. The visualization looks somewhat like an electrocardiogram as 
we know it from measuring electrical activity from our heart’s contraction 
and thus I coin this visualization the heartbeat of a commentary tradition. 
In one visualization, we see what kind of effect the source text had on 
generations of commentators and how together they make up a unique 
discourse. Doing this for forty words only works as a proof of concept and 
is fairly meaningless in itself. But at scale, the benefits are hopefully obvious: 
we can immediately measure on which parts of the source text the most 
commentator-activity was, we can easily discern groupings of commentators 
and obvious partitions of the source text, and it will be possible to see how 
work on the source text may have evolved over the centuries. At this meso-
scale, between corpus and edition, such computational methods go hand in 
hand with human readability. If we can model our data in this fashion, it will 
be easy to only read parts of a commentary we deem relevant (for one reason 
or another). Even more interesting, we can easily call up all commentaries 
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on a particular passage to concurrently read them, for example in search of 
implicit intertextuality. This can be aided by semi-automated analyses such as 
sentiment or vocabulary analysis on the separate interjections. 

This ‘heartbeat’ is not the specific subject of this paper, but only its pole star 
towards which our research is guided. Instead, we are interested in setting 
up the machinery to make it generally possible to get to a place to do this 
kind of work, and a specific focus on how a source text can meaningfully 
function as an index onto which commentaries can place interjections. This 
is complicated by the historical attrition that any text faces, falling apart into 
variants, additions, sometimes even different versions. To combat this, we 
approach the source text as a commentary onto a synthetic self: the true 
index which we will use is a product of our own making, onto which we 
can apply annotations to ensure that all necessary information (such as a 
critical apparatus) is enclosed in our data set. This means our first result is a 
calculation of the purity of the source text itself, but to this we shall return 
in the conclusion. It also means that we are, in this article, only concerned 
with two texts and they are actually two renderings of the same text: the 
1946 edition of Fuṣūṣ al-ḥikam by Abu al-Ala al-Afifi and the 2013 edition of 
Fuṣūṣ al-ḥikam by Nizam al-Din Ahmad al-Husayni al-Lakhnawi. With these 
two texts we are ready to 1) construct an index onto which commentaries 
can hang up their comments, 2) render the base text, and 3) annotate it with 
meaningful information such as chapter divisions. 

From methodology to technological workflow      
The abstract idea of what we wanted to achieve turned into a multi-headed 
monster once we wanted to make things concrete. For better or for worse, 
the two renditions of the Fuṣūṣ were obtained in two different formats. We 
had a paper copy of Afifi’s edition, and a digitally typeset PDF of Lakhnawi’s 
edition. This means we had to invent two primary stages to get each of their 
text into a plain text-format ready for comparison. For the paper copy, we 
developed a pipeline which prepares scans of printed Arabic texts for OCR. 
For the digital PDF, we developed a toolkit to extract Arabic texts from 
digitally typeset PDFs. For both, we developed a converter to deliver the 
output from either pipeline or toolkit into a unified data structure. Together 
they make up our fusus library for Python (see Lit and Roorda). 

Pipeline for OCR-preparation    
Our main source of information are JPGs of scans or photos of printed 
books. These can be obtained in various ways but become quite uniform 
by running everything through the image processing software ScanTailor. 
This ensures that every image 1) shows only one page, 2) is to some extent 
straightened (some skewing is allowed as it is double checked and fixed later 
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on), 3) is black and white, 4) has reduced or removed noise, and 5) is 300ppi 
(higher than this causes performance issues). The variety that is left is almost 
solely due to differences in typesetting. 

As we think that encoding is an editorial practice, we perceived our end goal 
as a digital edition and thus asked ourselves which information we wanted to 
capture and encode. We decided the text in as much a pure and simple form 
is what we wanted, with our greatest critical editorial practice being to model 
and structure the text of each commentary according to the relationship it 
has with the base text. In other words, we are after the abstract form of the 
‘work’ (Riva et al. 19–23). Of course, we can only access the work through 
an expression (a specific edition), but since we are aiming at the work, we will 
leave the critical apparatus out of our scope. Additionally, only for the Fuṣūṣ 
al-ḥikam itself do we consider more than one edition. 

Next to a critical apparatus, the layout of an edition is a significant editorial 
effort and similar to typesetting it is a major hurdle to overcome. In our 
experience, print editions are advanced systems of information that can 
combine a great number of information sources and parameters. The base 
unit this is done on is the page. We can speak, indeed, of the hegemony of 
the page (van Lit, Among Digitized Manuscripts 14–15). This means that the 
space of a page is (often times) maximally utilized. By placing key pieces of 
information in specific ways, the editor can signal all kinds of information 
to the reader. Interestingly, as regular as this may sound, it is exceedingly 
hard to automate the capture of its dynamics. It is, essentially, fine-tuned 
for human readability and not for computer readability. We decided not 
to ‘reverse engineer’ this human readability into computer readability, and 
instead we focused our efforts on bypassing the layout as much as possible. 
This means we would drop a significant amount of information but this 
would be perfectly in line with our principle of going after the ‘work’, not 
the ‘expression’ of the text. 

We further wished to make use of existing OCR-technology and put our 
own efforts into building a pipeline around it. Experimentation led us to 
choose Kraken as the best choice ‘out of the box’ (see Kraken), especially 
in conjunction with an existing model trained on old printed Arabic books 
(see OpenITI). Since these experiments were somewhat haphazard, we cannot 
report in full on it. However, next to our choice for Kraken we noticed 
performance gains if we would offer a very clean image with ample white 
space. Since Kraken can give back X,Y coordinates and a confidence level, it 
was easy to transpose the OCR results onto the original scan, color coding 
those words which Kraken itself was not sure about, to allow for manual 
inspection (see figure below). 
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Figure 7. Interface for checking OCR results 

With this information, we were ready to build out the intermediate steps 
between scans and OCR engine, by offering the OCR engine the text and 
just the text, cleaned as much as possible from anything else. We built two 
pieces of machinery for this, one for establishing the intended text blocks, and 
one for cleaning the text blocks line by line. 

In order to bypass the layout and get to the text only, we still needed to know 
where, on each page, the text we needed was located. At time of writing, 
no satisfactory third-party library existed for this purpose. Fully automated 
approaches tend to be developed with newspapers in mind, while manual 
approaches take manuscripts as their primary use case. In order to retain 
maximum flexibility, we developed our own. The main idea driving our 
approach is to cast weighted histograms along the X and Y axis of the image, 
along with educated guesses as to what a typical layout for modern editions 
of medieval Arabic texts should look like. On one hand, this does not make 
our pipeline fully generalized, on the other hand, it does give very exact and 
useful results in a fully automated fashion. We first divide pages in horizontal 
blocks, possibly subdivided into columns, and assigning header, middle, or 
footer to each of them. 
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Figure 8. Segmentation of the layout elements 

We disregard headers, footers, and dividers and are left with blocks of interest, 
within which we identify lines by further subdivision into horizontal bands. 
We determine the regular line height by analyzing the peaks and the distances 
between them, based on the histogram of black pixels. If we have just one 
peak, there will be no distances, so instead we take the last line height that 
has been calculated. There is also a problem with short lines, which may have 
peaks that are lower than the detection threshold. We estimated the actual 
line lengths and calibrated the peaks by that information. There is a mild 
circularity there, because in order to determine the line lengths, we need to 
know already where the lines are. 

We can, already, feed these lines to the OCR engine. However, within these 
lines there is still a lot of editorial intervention that stands in between the 
text as ‘work’ and ‘expression.’ For medieval Arabic texts, this is chiefly 
punctuation which is entirely added by the editor and has no historical reality. 
As much as it may be appreciated for human reading, it will be of no use, or 
rather, it will be an impediment to computational reading. Moreover, in our 
experiments we noticed an increase in accuracy if an OCR engine is given a 
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Figure 9. Line detection based on black pixels 

snippet without punctuation. This could be because the standard training set 
contained no or little punctuation or simply because there is less information 
for the OCR engine to process, giving more space for letters and words to 
be identified. We found it therefore worth our while to invest in a process to 
remove such marks from the page before giving it to the OCR engine. 

Marks can consist of anything, but typically include punctuation, 
vocalization, and footnote numbers. A set of exemplars needs to be prepared 
and saved as .png. This is done by looking for them on the processed scan 
images and cutting them out. Of each mark, more than one may be saved as 
exemplar, to attain a higher catch rate. These exemplars are used to pattern 
match using a computer vision library. These marks are typically small and 
could have a generic shape. Two things are installed to counter false positives. 

One is that each line is yet again subdivided in horizontal bands. We defined 
the following: high is the upper band of a line, useful for catching footnotes 
numbers and vocalization; low as the lower band of a line, useful for 
punctuation and vocalization; mid as the central, narrow band of a line, 
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Figure 10. Disambiguating vocalization and punctuation from writing 

where the majority of letter shapes are found; main is a wider version of mid, 
to find nearly any letter shape, also useful for some punctuation marks such 
as brackets; broad is broader than main, for very large punctuation and the 
like; inter attempts to capture the white space in between lines, which may be 
needed to find special glyphs such as a dagger alif. 

This allows us to search for certain marks in only one or some bands, by 
design excluding false positives from other parts of the page. The marks can 
be placed in subfolders carrying the name of the bands and our software 
automatically picks them up. When it reads the exemplars, it will crop all 
white borders from it and surround the result with a fixed small white border, 
meaning that you do not have to be precise in trimming the exemplars. 

The other counter measure is installed in evaluating the pattern matching 
based on three parameters. Accuracy, which is a generic measure to tell the 
computer vision library how closely an area should match the exemplar in 
order for it to be a hit (setting this to 1 would mean only a pixel-for-
pixel exact match would be returned). Connect-border-width and connect-ratio, 
controls how many black pixels outside the area of a possible match is allowed 
to be adjacent to black pixels inside the area, i.e. it evaluates the mark is 
distinctly a separate thing and part of the text, as illustrated below. The 
border width sets the width of the inner and outer border around the area 
of a match which is inspected. The ratio sets the allowable adjacency between 
these inner and outer borders. 

Neither Corpus Nor Edition: Building a Pipeline to Make Data Analysis Possible on Medieval Arabic Commentary Traditio…

Journal of Cultural Analytics 15

https://culturalanalytics.org/article/116372-neither-corpus-nor-edition-building-a-pipeline-to-make-data-analysis-possible-on-medieval-arabic-commentary-traditions/attachment/223609.png


Once a positive match has been identified, all pixels in the area of the 
match are set to white, effectively removing the mark. For fine-tuning the 
parameters, we created several visual outputs, including one that displays 
matches of marks. We have set up a walkthrough on fine tuning these 
parameters in the Jupyter Notebook comma.ipynb in the example folder. 

https://nbviewer.org/github/among/fusus/blob/master/notebooks/
example/comma.ipynb 

If accuracy needs to be adapted, it has proven to be better to include other 
exemplars. The result of this process of pre-OCR cleaning is illustrated below. 

Figure 11. Lines and punctuation detected, making the text ready for best possible OCR 

The pipeline outputs a TSV file with each word on a new row and columns 
annotating the word to exactly describe its origin on the scanned image, as 
well as the OCR engine’s accuracy. Out of the box a function is supplied to 
convert this format to Text-Fabric format, a specialized library for analysis of 
ancient texts plus annotations. 

The entire fusus library is divided into submodules, which are described 
in our documentation. The steps we described before are captured in 
submodules layout, lines and clean. Especial note should be made of two 
submodules that supply the ‘command and control’ classes book and page. 
The entire pipeline can even be initiated with standard settings from the 
command line using python 3 -m fusus.book while in the directory of the 
book, with subfolders in and marks already prepared. Book also supplies 
information about the availability of a variety of things that one may wish 
to manually control through the pipeline, such as targeting only a certain 
range of pages. This can only be done if the book.process method is first run. 

Neither Corpus Nor Edition: Building a Pipeline to Make Data Analysis Possible on Medieval Arabic Commentary Traditio…

Journal of Cultural Analytics 16

https://nbviewer.org/github/among/fusus/blob/master/notebooks/example/comma.ipynb
https://nbviewer.org/github/among/fusus/blob/master/notebooks/example/comma.ipynb
https://culturalanalytics.org/article/116372-neither-corpus-nor-edition-building-a-pipeline-to-make-data-analysis-possible-on-medieval-arabic-commentary-traditions/attachment/223610.png


Such manual intervention is based done through a Jupyter Notebook. For 
convenience, a htmlPages method is available to produce a human readable 
file of the OCR output, if exploration within Jupyter Notebook is not 
preferred, which can be the case if a more general picture of the OCR 
output needs to be obtained, as scrolling through such a HTML-page can 
be done much more efficiently than looking through the output in a Jupyter 
Notebook. The page class is the one most often used in exploring the fine-
tuning of the parameters, as it has the extensive page.show method to give 
visual feedback on all stages of the pipeline. 

Toolkit for reverse-engineering PDFs     
Within fusus, there is an entirely separate toolkit that allows for high 
performing Arabic PDF reverse engineering. We decided to keep this within 
fusus as it has the same function: a pipeline from original edition with a 
highly elaborate layout and many editorial additions towards a plain text 
structured data set. The reason for its development is quite simple: we found 
a digitally typeset PDF of a brand-new edition of Fuṣūṣ al-ḥikam, which 
based itself on the earliest manuscript witness penned by Ibn ʿArabī’s student 
Ṣadr al-Dīn Qūnawī (Hirstenstein and Clark 6–7; Ibn ʿArabī, Fuṣūṣ Al-
Ḥikam 10). We felt that using this edition was mandatory, and extracting 
the ‘work’ from this ‘expression’ seemed best done through this PDF, as 
this obviously gives absolute recognition of the characters. The extraction 
proved to be not straightforward at all. Two problems needed to be overcome: 
one is that the text was not set in a linear sequence and we needed to 
abstract away from it to the extent of reaching to letters individually, and 
reconstructing words, lines and the text block based on position on the page. 
Concomitant to this we noticed that horizontal whitespace (indicating a space 
between words) is hard to detect because of oversized bounding boxes of 
many characters. The other problem was that the encoding of the text used a 
great number of fonts, dual Unicode points, and private use characters. 

We did initial exploration using FontReporter (see PDFLib) and PyMuPDF 
(see Artifex). Relaying every unique encoding with visual inspection gave us 
information which glyph was meant by what encoding, from which we built 
a comparison table. With the comparison table, we were able to transform 
every encoded character into its proper Unicode representation. An example 
of this work is the following figure: 
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Figure 12. Translating exotic encodings to their uniform representation 

A similar approach to the preprocessing for OCR led us to divide the 
page into horizontal bands, to find the lines. Ordering all characters within 
a band according to their placement coordinates, from right to left, gave 
us the characters on a line in the right order. These characters, however, 
did not include spaces. The spaces were only visually perceivable, but not 
actually encoded into the PDF. It thus required us to insert spaces ourselves, 
based on contextual information. The task of placing spaces between words 
proved to be exceedingly difficult. Some general rules could be applied related 
to distance, to which we added frequently occurring exceptions, such as 
detecting the end of a word when a final form is used (e.g. tāʾ marbūṭa). 
These exceptions are perhaps not that ‘exceptional’, as already final form 
detection provided about 60% of all word splits. The output was again 
provided in a TSV file. 

We do not actually store spaces - we simply place every word on a new row 
and consider the jump from one row to the next a space. This meant that 
many rows contained two or more words written without spaces. Since our 
modeling of commentaries uses this sequence of rows of the Fuṣūṣ as an 
index, it is necessary to get a correct separation of words. Additionally, the 
extraction from PDF included full vocalization and punctuation, including 
signs to indicate Quran citations and poetry. While these are worthy editorial 
contributions, they are part of the ‘expression’ and not of the ‘work’, and we 
wanted to separate them out. As this cleaning is text- and PDF-specific, we do 
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not offer specifics for it within the fusus library. We found Pandas was a useful 
tool for this, as it gave flexible tabular visuals and a high-order query capacity. 
An example of our setup is given below, which can be further explored in 
our Jupyter Notebook SplittingWords.ipynb which is not a fully worked out 
tutorial but should provide enough examples and edge cases to learn from 
and adapt to your specific needs. 

Figure 13. Data cleaning and enriching in Pandas 

Next to a handful of standard libraries, we wrote a lightweight module 
called arabicABC, based on an early version of what is now the mature 
PyArabic (see Zerrouki). It’s primary purpose is to find or insert the correct 
Unicode value for Arabic characters using a more reader-friendly format 
(for example abc.JEEM instead of `62c`). It also groups letters (for example, 
abc.ALEFAT gives all characters whose base is an alif) and gives a quick 
way to switch between sura numbers and names for the Quran. We added 
functions for normalization and rasmization (for example, zayn is changed 
to ra). Normalization is especially useful when obtaining text from a digital 
source, such as a digitally typeset PDF, rasmization may be a useful 
instrument when obtaining text from an image, especially when it needs to 
be compared or aligned with other text. 
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Note that in Pandas, for a file this size, dtypes should be defined for all 
columns in order for the file to be loaded fast. Other optimizations are hardly 
needed. We have found that even with hundreds of thousands of words, a text 
with stand-off annotation like this can be loaded in full in memory. Recourse 
to a database file type is not necessary. 

In succession, the columns define the following data: 

Index The left column without heading gives a successive number to every 
word in the text. During cleaning this regularly needs to be updated but 
remains fixed afterwards. 

Page Indicates on which page number the word appears. We ensure this 
corresponds to the page number as shown/typeset on the page, and not the 
number of the page as it appears in the PDF/image set. 

Line Gives line number of the word on the page. 

Column/span If the page has a complicated layout, this information helps 
identifying the correct line. 

Direction If available, text-direction information is stored here. r means right 
to left. 

left/top X,Y position on the page of the top left corner of the word. 

right/bottom X,Y position on the page of the bottom right corner of the word. 
Note that in cleaning we did not update this information. 

Word Provides the raw input from either digital PDF or OCR. 

Short Provides the cleaned text, in the state in which we like to have it 
as much as possible. This means to us: an unvocalized, unpunctuated, un-
isolated, non-private-use, form of the Arabic characters. 

haspunct A temporary column which we store information if we detect 
punctuation marks in the word column. This is useful since the bi-
directionality of Arabic (RTL) and most punctuation marks (LTR) makes a 
very messy representation in which visual inspection cannot be trusted. 

punctAfter For those rows which have their haspunct column filled, we move 
most of it to this column. 

punctBefore Some punctuation should come before a word, e.g. bracket-open. 

QunawiMS   The edition we used had in-line information about the place 
of the text in the oldest extant manuscript, in between square brackets. 
We deleted the rows which contained this information but stored it in this 
column. 
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poetryMeter/poetryVerse Poetry was also indicated with in-line information, 
including verse numbering and meter. We deleted those rows but saved the 
information in these column. 

fass Provides chapter number (27 in total). 

lwcvl Contains our own comments for future reference. 

quran Gives sura/aya numbers for those parts of the text that seemed to be 
cited from the Quran. 

The long tail of cleaning the reverse-engineered PDF took a very long time. 
To finalize it and establish a version of the Fuṣūṣ we could confidently call the 
‘work’, we decided to compare the data we got with another edition which 
we could parse through our original pipeline. 

A converter to unify text input and perform basic analysis           
Two ‘expressions’ of the same ‘work’: the editions of Fuṣūṣ al-ḥikam by 
Afifi (1946, see Ibn ʿArabī and Afifi) and Lakhnawi (2013) were respectively 
processed through the OCR pipeline and through the PDF pipeline, 
resulting in the following two files (excerpt): 
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Figure 14. Above: sample pages from two editions. Below: End result of digital encoding 

We set up a final part of our fusus library to process the two results to achieve 
a pragmatic mapping of the two editions. The result of Lakhnawi’s edition 
was cleaner and arguably closer to the original work given its reliance on 
the oldest extant manuscript, and therefore we used it as benchmark. Thus, 
if the result of Afifi’s edition was imperfect, this did not dirty our results. 
Imperfections consist chiefly of three things: wrong character recognition, 
accidental merging of two words, and accidental separation of one word. 

In case of wrong character recognition, we would not want this to result in 
the flagging of a discrepancy between the two versions. Instead, we want to 
confirm a mapping of the two rows and subsequently use the character values 
of the result of Lakhnawi’s edition (the short column). 
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In case of accidental merging, we are content with a mapping of multiple 
rows of the result of Lakhnawi’s edition to the one row in the result of Afifi’s 
edition. By using the same short column again to actually store the text, we 
ensure that we do not accidentally flag this as an addition in Lakhnawi’s 
edition. 

For accidental separation we do the same, ensuring we do not have a false 
positive for an addition in Afifi’s edition. 

This means that in terms of actual text, we rely on the output of Lakhnawi’s 
edition for all words that are either present in both editions or are only in 
Lakhnawi’s edition. In cases were Afifi’s edition has a unique contribution, 
we then rely on the output of Afifi’s edition. 

We implemented the combining of the two editions in two steps: alignment 
and merging. 

For the alignment step we initially tried the Python port of the generic 
collation tool Collatex (see Interedition). It would need 5 hours to run it on 
these two editions so we abandoned this. Instead, we exploited the fact that 
the two editions are very close variants of each other. The logic we were after 
is that we walk through both sources and make comparisons of single words 
and short sequences of words and, if that fails, increasingly big jumps. If 
that fails too, we rely on one or two dozen explicit exceptions that we found 
by trial and error. At the heart of the comparisons lies the concept of edit 
distance, in the Levenshtein sense, for which we use a Python library (see 
Python-Levenshtein). The resulting alignment function takes about 1 second 
to complete. 

We have checked the results of the alignment by analyzing the output. We 
checked for sanity (the alignment preserves all material of both editions in 
the right order), we analyzed the closeness of the paired words, we detected 
suspect pairings where the algorithm may have missed the most obvious 
matches. The results of the analysis can be seen in the notebook that ran 
the alignment, compareAfLk.ipnyb. We also produced a full table with rich 
information in ascii form of the complete alignment, available at 
https://github.com/among/fusus/blob/master/notebooks/zipLK-AF-
complete.txt 

We adapted and tweaked the parameters and added special cases until there 
are no longer any suspect pairings in the end result. 

We found that 87% of the words were immediately correct. We can take this 
to mean that our OCR pipeline has a success-rate of about this percentage. 
The remaining percentage was narrowed down to 306 discrepancies, thanks 
to our algorithm. These discrepancies mean that one or more words were 
only found in one edition, not the other. Manual inspection revealed that the 
discrepancies break down in the following: 
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Figure 15. Algorithm at work for aligning the two editions 

 

Number Number Case Case 

164 actual additions - one or more words are attested in only one edition 

100 honorifics - one or the other edition added a standard praise after a name 

25 substitutes - the two texts switched the order of one or more words 

17 false positives - algorithm could be amended with another special case 

Of the actual editions, a vast majority are truly insignificant, functioning as 
a synonym. The rest can be classified as very minor, without changing the 
meaning of the text. 

With the alignment table in hand, we then merged the cleaned and enriched 
csv files of the Lakhnawi and Affifi editions into a new TSV-file. When 
working with CSV/TSV-files of different sources in different stages of 
completion, it becomes more and more difficult to keep track of which 
columns each file has, what they stand for, and how they code the concepts 
of the text, not only the words, but also the lines, pages, sentences and 
pieces. When information is added, new columns are introduced, and existing 
code that deals with the table must be updated. This will quickly get very 
cumbersome. That is one of the reasons why we convert the corpus into a 
Text-Fabric dataset. Text-Fabric is a file format and a library and an interface 
for working with text and annotations in a uniform and performant way (see 
Roorda et al.). The tool makes it easy to preprocess the corpus in any format 
that subsequent analysis might require. At the same time, it offers a browsing 
interface to see the corpus and its annotations, even annotations contributed 
by others. It makes it easy for others to download the corpus, compute with 
it, generate new annotations, and share them so that everybody can use them. 
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Technically, Text-Fabric sees a corpus as a graph of textual elements, linked 
by edges that denote containment or any other relationship. Nodes and edges 
can be annotated with features, which are mappings from nodes or node pairs 
to values. In a Text-Fabric dataset, each feature corresponds to exactly one file. 
A feature file looks like a CSV-file, but with only a single column, and with 
optimizations to deal with sparsity in the column. When new features are 
added, existing code that was not aware of them, remains valid. Text-Fabric is 
additionally a useful tool when we have processed commentaries, to access all 
texts computationally and visually in a unified way. 

Conclusion  
We set out to make methodological headway in studying postclassical 
commentaries from the Islamic literary heritage. Two characteristics of this 
genre stood out to us: the large size of texts and their complicated 
intertextuality. These characteristics called out to us to use a meso-level digital 
approach. To turn a base text and several (higher-level) commentaries into 
digital text, resulting in a data set containing hundreds of thousands to 
millions of words, will have the benefit of being able to computationally 
analyzing them which solves the issue of not being able to read through 
such a large quantity. Mimicking the intertextual links within a commentary 
tradition through a data structure will solve the difficulty of barely being 
able to keep track of the correct context in which a commentator is saying 
something. It allows ease of representation of that context, as a result to 
a computation or by computing which disparate passages from all kinds 
of texts need to be displayed together. One such computational result is 
a ‘heartbeat’ of a commentary tradition: an analysis where multiple 
commentaries on the same base text break into the text. Such an analysis 
will shed light on which parts of the base text were most discussed and how 
commentaries can be grouped together. 

In order to make progress along these lines, we started out to consider the 
simplified case of Ibn ʿArabī’s commentary tradition which has no higher-
order commentaries, that is, all commentaries go directly back to Ibn ʿArabī’s 
base text called Fuṣūṣ al-ḥikam. Within this particular example, we simplified 
our work even further by first dealing with the base text only. For this, 
we used the IFLA Library Reference Model to differentiate between the 
specific ‘expression’ of the Fuṣūṣ al-ḥikam, that is, the original Arabic text as 
Ibn ʿArabī envisioned it, and the ‘manifestations’ of this work, that is, the 
different editions that exist (in our case: editions by Afifi and Lakhnawi). 
Simplifying the problem twice, and first ironing out all problems within this 
much narrower context seemed, in hindsight to have been a good choice. 
Not only did it allow us to develop a fairly mature toolset, it also gave us 
significant insight in the inner workings of the intertextual relations we wish 
to tease out. 

The following diagram illustrates our entire workflow. 
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Figure 16. Diagram of the Fusus workflow 

It should be pointed out that the OCR pipeline is not a silver bullet, and 
each new commentary will require the personal attention of an operator to 
identify the marks that need to be cleaned, to spot unusual page layouts, and 
to monitor the quality of the output data. The workflow is a machine, to 
be operated by a skilled person, in order to get meaningful results out of it. 
But, looking back at the page images of the Afifi edition and the warped pdf 
of the Lakhnawi edition, we do think we have come a long way. Instead of 
scans of printed pages, we now look at CSV/TSV-files, which we can study in 
Python with Pandas, and we have the ‘work’ of the Fuṣūṣ in Text-Fabric, both 
‘expressions’ separately and a merged version with the differences still intact. 
In short, we have data in hand that we can compute with, in an organized 
and efficient manner. This is neither an edition in the classic sense: we have 
abstracted away from existing critical editions as much as possible and our 
own results are not instantly human-readable. But neither is it a corpus, for 
which little care is given exactly what the shape and size is of the text as 
the emphasis is on scaling up. We are striking at a level in between the two, 
creating a new path of inquiry into texts. As this path is truly new, it took 
us considerable time finding and building the right tools to move us forward. 
Our ambitions to include commentaries and expand this dataset are therefore 
not over, they are just beginning. 
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